
Enhancing Interactive Visual Data Analysis by Statistical
Functionality

Jürgen Platzer∗

VRVis Research Center
Vienna, Austria

Abstract

Both information visualization and statistics analyse high
dimensional data, but these sciences apply different sys-
tems to explore datasets. While techniques of the former
field makes use of the user’s pattern recognition skills,
statistical algorithms apply the capabilities of computers.
Based on this observation an interactive combination of
techniques of both sciences can help to overcome their
drawbacks. For this purpose a library was compiled that
contains statistical routines, which are of high importance
for information visualization techniques and allow a fast
modification of their results, to integrate possible adapta-
tions in the interactive visual data mining process.
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1 Introduction

The exploration of high dimensional datasets is a tremen-
dously growing working field. With the capabilities of to-
day’s computers to handle data containing millions of data
points and thousands of dimensions it is essential to ap-
ply efficient methods to extract the information the user is
searching for. Statistical routines and techniques of infor-
mation visualization are useful to achieve this goal. But as
one method on its own has several shortcomings combi-
nations between the different capabilities of these sciences
could be developed to improve the exploration of multi-
variate data, the so called data mining process.

Information visualization techniques create graphics
and animations that stress certain structures and aspects
of high dimensional data. The user, who examines the
data, applies his or her pattern recognition skills as well as
the experience and knowledge about the data to draw the
correct conclusions. This is an efficient approach to de-
tect data items of special interest, examine the main trends
in the data or investigate functional dependencies between
variables.

In contrast to that statistical routines use the possibilities
of computers, which execute millions of operations within
milliseconds. This allows the fast calculation of facts and
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numerical summaries. Also models that can predict vari-
able values or introduce a simplification of the data can be
fitted. The final results can be visualized to verify the re-
sults of the algorithms. Nevertheless the interactive adap-
tation of the algorithms and the immediate redrawing of
the visualizations are in general not achieved.

An interactive combination of the different systems that
gather the information of interest would consequently re-
sult in a more efficient data mining process, where the
user’s pattern recognition skills and the application of al-
gorithms are equally important.

To achieve this collaboration, in this work the im-
plementation of a library containing statistical routines
adapted for the use in information visualization applica-
tions is presented. Because of the vast number of routines
developed in the field of statistics for data analysis and
exploration, the basic functionality that every visual data
mining tool should provide had to be determined. Fur-
thermore aspects such as robustness reducing the influence
of outliers and fuzzyness for soft decision boundaries are
considered. A further demand on the library is that its rou-
tines must be able to process large datasets containing mil-
lions of data items defined in up to hundred dimensions
efficiently.

Additionally a sample application was developed to
demonstrate possible combinations of visualization and
statistics. In the focus of this tool are tasks such as out-
lier detection, dimension reduction and clustering, where
computational approaches are combined with visual veri-
fications and user interactions that can manipulate the re-
sults of the statistical routine. Special attention was paid
to an interactive workflow, where the user can determine
the order of the steps of the data mining procedure.

The following section outlines the main statistical ap-
proaches that were considered for this work. In section 3
the possible benefits of interactive collaborations of both
fields are discussed, followed by a description of the func-
tionality of the statistics library. Afterwards a proof of
concept case demonstrates the usefulness of the integra-
tion of statistical methods into information visualization
applications. Before the paper is summarized and con-
cluded, issues considered for the implementation of the
library are depicted in section 6.



2 Related Work

The information visualization techniques to illustrate mul-
tivariate datasets are manifold. They can be roughly classi-
fied into geometric projection techniques, icon-based and
pixel-based approaches and finally hierarchical visualiza-
tions [12]. This work applies graphic representations of
the first type, which map the variables of the data on the
screen space. The most popular approaches of this cate-
gory are scatterplots and parallel coordinates [13], which
allow an illustration of all dimensions by mapping them
on axes which are drawn as equidistant vertical lines. The
data items are illustrated by poly lines, which connect the
projected dimension values.

Also the field of statistics provides a multitude of analy-
sis procedures for data exploration. In the scope of this
work the multivariate outlier detection, dimension reduc-
tion and clustering are addressed, because of their impor-
tance for a visual data mining application.

As outliers strongly influence statistical routines and
cause wrong results, an efficient detection of these objects
is crucial. The most popular outlier detection approaches
are distance based, density based and distribution based
methods [6]. The multivariate outlier detection applica-
tion that is applied in this work uses a distribution based
approach, which assumes that the data applies to a mul-
tivariate elliptic distribution. For each data item the ro-
bust distance is calculated, which is based on the robust
estimate of the covariance matrix [20] that describes the
shape of the data cloud. If the data objects correspond to
the distribution constraint their distance measures show a
chi-squared distribution. Consequently a chi-squared dis-
tribution quantile [18] can be considered to determine a
decision boundary that differentiates between outliers and
actual data points.

Clustering approaches group similar data items to intro-
duce partitions of the data. The main two methodologies
for this task are hierarchical and partitional techniques. A
hierarchical clustering based on a merging operations ini-
tiates each data item as cluster. Afterwards the two most
similar clusters are iteratively merged to a new cluster un-
til one group representing the whole dataset remains. This
nested group structure can be represented by the tree-like
dendrogram. In contrast to that partitional approaches as-
sign data items to clusters according to an update rule that
optimizes a global energy function. The most popular al-
gorithm of this type is the k means clustering [10], where k
indicates the user defined number of partitions that are cre-
ated. While these routines assign each data item to exactly
one cluster, fuzzy clustering approaches such as the fuzzy
k means algorithm [7] calculate for each object member-
ship values that indicate to which degree it is associated
with each cluster. Certainly a vast number of clustering
heuristics has been developed and the correct choice of
the algorithm depends on the problem statement and on
the given data. An elaborate discussion of this issue is
given in [15].

To reduce the dimensionality of a dataset with the self-
organizing maps (SOM) [16], the Multi dimensional scal-
ing (MDS) [17] and the principal component analysis
(PCA) [14] three main techniques were introduced. Al-
though the PCA is the simplest of these approaches it is a
popular technique, which evaluates those directions in the
data cloud that show the highest variance of the projected
data items. These directions are called the principal com-
ponents, whereby the first principal components describe
the majority of the variance in the data. Thus a subset of
these artificial dimensions can be chosen to span a sub-
space containing the main information of the data space.
Feature subset selection approaches have the same aim as
dimension reduction techniques. But a low dimensional
representation of the data is achieved by choosing only the
most informative data attributes.

The integration of computational routines in informa-
tion visualization applications gained importance in the
last 10 years. Therefore mainly clustering and the creation
of low dimension data representations were applied. The
reasons why data partitioning has been favoured are that
group finding algorithms provide a fast categorization of
the data and significantly improve the detection and inter-
pretation of the main trends. The focus on the reduction of
variables simply rises from the fact that humans are used
to think in three dimensional spaces, while multivariate
datasets represent their main information in a higher num-
ber of attributes. To overcome this discrepancy projec-
tion methods as well as feature subset selection approaches
were applied.

But while simple visualizations of statistical results only
serve to explore and present them, an interactive combina-
tion of statistics and visual techniques is rarely realized.
An example therefore is the Visual Hierarchical Dimen-
sion Reduction (VHDR) [23] system, which applies a hi-
erarchical clustering on the attributes of the data. The in-
troduced dimension groups can be investigated and modi-
fied. Finally representative dimensions per selected cluster
can be chosen. This approach integrates the user’s knowl-
edge and experience into the feature subset selection task
for which a starting point is created by a statistical routine.

An example describing the power of the combination of
visualizations and computational routines is the HD-Eye
approach [12], which adapts the OptiGrid clustering [11],
so that the user is involved in the group finding process.
Visualizations guide the user to influence steps of the clus-
tering algorithm, which results in better partitions.

3 Integration of Statistical Function-
ality in Visualization

As the sciences visualization and statistics rely on differ-
ent systems that analyse the data, their weaknesses and
strengths are mostly dissimilar. Interactive visual applica-
tions provide graphics that can be modified by the user to



achieve an efficient information drill down process, where
firstly an overview is given. Afterwards zooming and fil-
tering techniques allow the concentration on patterns or
data items of special interest. Finally details-on-demand
operations show numerical summaries or the data values
of the selected subset themselves. Therefore mainly the
user’s extraordinary pattern recognition skills and knowl-
edge about the data guides the exploration process [22].

Contrary to that statistical routines use computers to
cope with the enormous computational effort for large
datasets. This implies that the applied procedures have
to be well chosen for the data that should be analysed. If
a dataset contains clusters of arbitrary shapes, a k means
clustering may produce low-quality results, because it only
creates spherical groups. As this example shows, a general
purpose method may fail on a given dataset and the detec-
tion of this failure is difficult to accomplish.

The following discussions propose possible combina-
tions of statistical methods and information visualization
techniques for clustering, outlier detection and dimension
reduction that may compensate the drawbacks of individ-
ual approaches.

3.1 Grouping of Data Items

The most popular statistical routine in data mining applica-
tions is clustering that introduces partitions of the dataset.
The detected groups can be seen as a simplification of data
that allows an easier interpretation of the main patterns.
But clustering results are also used to create clearer visual-
izations. An example is shown in figure 1 were the dataset
UVW [1] containing 149 769 data items is illustrated in
a parallel coordinate view. The first visualization plots all
data items, which results in a cluttered graphic, while the
second incorporates the information of the fuzzy cluster-
ing approach and thus reveals the structure of the data. To
achieve this improvement the maximum membership of a
data item is used to determine its transparency, while its
color is defined as a mixture of cluster colors weighted by
the corresponding membership values of the object.

As the quality of a clustering strongly depends on the
data and the applied algorithm, a visual verification of
these partitions is crucial. As general purpose clustering
algorithms suffer that the number of clusters has to be set
and/or the created clusters show a specific shape their re-
sults could be manipulated to achieve a better fit of the
actual groups in the data.

A visualization system that captures both the high di-
mensionality of the data as well as local features has to
be applied to provide a user interface for the exploration
and manipulation of clustering results. In the scope of
this work the use of parallel coordinates and scatterplots
is suggested. While the latter makes the intuitive inves-
tigation of two dimensional features possible, a parallel
coordinates view illustrates all dimensions of a dataset.
Furthermore dimension reduction techniques are applied
to map the data items in a two dimensional space for a

Figure 1: A cluttering in parallel coordinate visualizations
(above) can be avoided if clustering information is inte-
grated (below).

scatterplot visualization. This allows a validation of the
quality of the introduced partitions and represents a user
interface for multivariate modifications of the clustering
result.

As operations that adapt the introduced partitions clus-
ters can be split, merged or deleted. Furthermore a cluster
can be selected for a subclustering procedure, for which
only the data items of the chosen partition are considered.
But also cluster centers can be repositioned and objects
can be reassigned to the cluster with the nearest center.
After those interactions took place a reclustering based on
the adapted clustering result can be initiated to improve
the solution. Thus an interactive information exchange be-
tween a computational routine and the user’s interaction is
established, which is a significantly improved system in
comparison to information visualization applications that
only allow the exploration of clustering results. Because
now the user is not restricted to the initiation of interac-
tions that are based on the perceived (mostly lower dimen-
sional) features also a routine that considers patterns in
data space can be interactively applied.



3.2 Dimension Reduction and Feature Sub-
set Selection

Based on a user defined similarity measure between at-
tributes, a clustering procedure can be initiated to intro-
duce groups of similar variables. Therefore a hierarchi-
cal clustering approach is adequate, because it allows the
interactive modification of the group number. The estab-
lished hierarchy of dimension relationships can be used as
starting point for an interactive feature subset selection ap-
plication that can also be combined with dimension reduc-
tion techniques. Thus a visualization of the dendrogram
structure allows an interactive exploration of the cluster-
ing result. Dimensions that are represented by a selected
node can be illustrated by parallel coordinates and serve as
decision guidance for the feature selection. Additionally if
for a group no representative dimension can be chosen, a
dimension reduction approach is available.

The concept of this approach is shown in figure 2 by a
simple dataset containing four attributes, from which two
pairs are almost perfectly correlated. The parallel coor-
dinates view on the left side illustrates this issue, while
a representation of the cluster tree structure in the upper
right corner shows that the clustering divides the attributes
into two subgroups.

Figure 2: An attribute hierarchy representation and a par-
allel coordinate visualization showing the dimension rela-
tionships.

Because a clustering approach that is not adapted to a
specific kind of data can produce arbitrarily bad fits to the
structure of the dimension coherences, it is crucial that
the user examines the achieved grouping. Therefore the
most characteristic attributes of the clusters can be cho-
sen as group representatives. But also variables that can
be assigned to different partitions have to be investigated
to check, if the clustering result applies to the dimension
structure.

This approach combines a statistical procedure to create
an initial solution for the subset selection problem by in-
troducing groups of dimensions for which a representative
attribute can be chosen. But also the input of the user is re-
quired to choose the correct subset by visually validating
the quality of the clustering. If the dimension clusters are
visually heterogeneous, a new clustering can be tested to
achieve a better result or a dimension reduction approach
can be applied.

3.3 Multivariate Outlier Detection

In contrast to the detection of clusters the identification
of outliers searches for objects that deviate from the main
behaviour of the data and thus identify a group of data
points that may be heterogeneous. As browsing and selec-
tion techniques of information visualization only highlight
data items showing similar properties, this approach is not
adequate to detect high dimensional outliers. Therefore a
statistical routine could be used again as an initial solution.
In general such a method provides parameters that steer the
number of identified outlying objects. Thus it is crucial to
have a visual feedback that allows the interactive determi-
nation of the optimal parameter settings. To achieve this
different linked visualizations, which are also able to apply
dimension reduction techniques, could be used. A projec-
tion of the data items on a low dimensional subspace to re-
alize a scatterplot illustration is especially helpful, because
this approach allows the verification, whether the detected
objects are at the border of the data cloud or deviate from
the main groups in the dataset. Thus a validation of the sta-
tistical outlier detection is achieved and data items that are
wrongly marked can also be manually deselected, which
enhances the quality of the outlier detection.

4 Library for Statistical Functionality
for Visualization

For the determination of statistical functionality that is
of high importance for information visualization applica-
tions software packages such as SpotFire [5], Miner3D [4]
or GGobi [2] were examined. Also publications of re-
cent years that discuss the integration of computational ap-
proaches in the visual data mining process were analysed.
This research showed that the majority of the applied al-
gorithms are concerned with clustering and dimension re-
duction. But also the use of transformations to prepare the
data for further procedures was demonstrated especially in
GGobi. Besides of these main tasks standard calculations
such as statistical moments and correlation measures were
common.

In the scope of this work also a stronger integration
of robust methods should be obtained. This is shown by
implementing robust correlation measures and robust mo-
ments for the location and the spread. But the main appli-
cation which demonstrates the capabilities of robustness
is the statistical outlier detection, which introduces a mea-
sure of outlyingness for each data item.

Also the concept of fuzzyness is considered, because
decisions made in the real world, from where the data
comes from, are rarely reduced to yes/no answers. There-
fore the fuzzy k means clustering was implemented, to
show that it is not possible to assign each data item strictly
to one cluster.

The remainder of this section gives an overview of the
provided routines.



4.1 Transformations and Moments

Transformations can be seen as mappings of the data val-
ues to a certain interval or as modifications of the distrib-
ution of a set of values. This is useful to prepare a dataset
for clustering, so that each dimension has the same range
of values, which avoids that one attribute has a stronger
influence on the distance calculations in the group finding
process. The distribution manipulation is of importance
for statistical routines such as the distribution-based high
dimensional outlier detection, which can only be applied
on data from a multivariate elliptical distribution.

As these mappings are applied on single dimensions
separately also the statistical moments are in general cal-
culated for attributes of the dataset. Therefore classic as
well as robust estimates for the location (arithmetic mean,
median, α - trimmed mean) and the spread (standard devi-
ation, median of absolute deviations, inter quartile range)
are provided [18].

4.2 Correlations and Covariances

To analyse the coherence between two variables the classic
Pearson correlation, which is biased if outliers are present,
and the robust Spearman and Kendall correlations can be
calculated [8].

A rough estimate for the shape of the multidimensional
data cloud is given by the covariance matrix, which is a
symmetric matrix holding the variances of the attributes in
the main diagonal and the covariances between the dimen-
sions in the off diagonal entries. As the covariance matrix
describes the data as an hyper-ellipsoid it can be applied
to integrate the shape of the data distribution into the dis-
tance calculation, which is achieved by the Mahalanobis
distance [18]. If a robust calculation scheme for the co-
variance matrix such as the minimum covariance determi-
nant (MCD) [20] estimator is applied, robust distances that
assign high values to data items that strongly deviate from
the majority of data items can be evaluated.

4.3 Clustering and Dimension Reduction

For the division of datasets into partitions the popular clus-
tering procedures k means and fuzzy k means were imple-
mented. While the first algorithm introduces a hard clus-
ter structure, where each data item is assign to exactly one
group, the fuzzy approach calculates memberships that in-
dicate to which degree an object belongs to a given clus-
ter. Thereby the sum of the memberships for a data item
always accounts 1. Additionally a hierarchical clustering
approach based on the correlation matrix is realized to in-
troduce groups of dimensions. This routine can be used as
basis for an interactive feature subset selection application.

As dimension reduction routine the principal compo-
nent analysis (PCA) is provided. It is based on the covari-
ance matrix calculation. Thus also a robust PCA can be

accomplished, by using the MCD estimate as covariance
matrix.

4.4 Distributions and Statistical Tests

As theoretical distributions the normal, log normal, ex-
ponential, uniform and chi-squared distribution are real-
ized. For each of these distributions values of the proba-
bility density function (pdf) and of the cumulative distrib-
ution function (cdf) as well as quantiles and random num-
bers are available. Additionally a Kolmogorov-Smirnov
test [18] can be performed to validate, whether a set of
values comes from these theoretical distributions. Further-
more the invocation of tests, whether two attributes show
the same distribution, is possible.

5 Proof of Concept Case

To demonstrate the advantages of the combination be-
tween computational routines and interactive visual veri-
fication, which also considers modifications of the com-
puted results and restarts of the algorithm, the interactive
clustering tool that was realized for the sample application
is presented. For this program the graphical user interface
was based on the GTK+ [3] library, while the visualiza-
tions were implemented in OpenGL [21].

The interactive clustering applies a k means algorithm
and illustrates its results in a scatterplot visualization of
the data items mapped on the first two principal compo-
nents. The cluster centers are also illustrated and used to
manipulate the introduced partitions. Recluster processes
are based on the repositioned cluster centers. Additionally
scatterplots and parallel coordinates make the inspection
of the original data possible.

As dataset the letter image recognition data [9] contain-
ing 20 000 observations and 16 numeric variables, which
describe the properties of letters given as black-and-white
images is used. For this proof of concept case only the let-
ters A, B, C, D, E and F are considered, which reduces the
number of data items to 4640. For the clustering procedure
all numeric attributes were used except the horizontal and
vertical position of the bounding box of the letters that do
not contain information to discriminate the letters.

Before the clustering was initiated the value ranges of
all dimensions were mapped to the unit interval. As the
first and the second principal component capture 48 % of
the variance in the data, the visualization of dimension re-
duction represents a good hint for the structures in the data.
Certainly an enormous amount of information is not con-
sidered, and thus not illustrated in the scatterplot visual-
izations shown in the figures 3, 5, and 7.

The interactive clustering process starts with an ini-
tial clustering, which introduces partitions that can be ex-
plored and manipulated. The result of this initial step is
shown in the figures 3 and 4. While the former illustra-
tion in the scatterplot provides an intuitive overview of



the data and its multidimensional structures, the parallel
coordinates view makes the investigation of the partition
shapes on single attributes possible.

Figure 3: Clustering result mapped on principal compo-
nents

Figure 4: Clustering result in parallel coordinates

The overview of the data, which is realized by the di-
mension reduction, shows that the green cluster, which
represents measurements of the letter A, is very good sep-
arated. The remainder of the data can not be partitioned
that easy. In the parallel coordinates it can be observed that
the cluster centers show deviations in specific dimensions
from the main behaviour of the data. As example the red
cluster shows significantly higher values in the first three
depicted dimensions, while the center of the green parti-
tion is discriminated by low values in the attributes y.bar,
y2bar and x2ybr.

To emphasize on the differences between the clusters
their centers have been manually repositioned in the scat-
terplot visualization shown in figure 5 so that the clusters
focus on certain areas in the data. The modifications are
also projected back into the data space and visualized in
the parallel coordinate view (figure 4). There it is obvi-
ous that the modifications assigned more one dimensional
extreme values to the cluster centers. To verify if this ma-
nipulation results in a better discrimination of the clusters
a reclustering taking the repositioned centers as initial so-
lution is initiated.

Figure 5: Repositioned cluster centers in principal compo-
nents

Figure 6: Repositioned cluster centers in parallel coordi-
nates

This group finding process evaluated a similar solution
than the initial clustering. Nevertheless the energy func-
tion of the k means clustering signalizes that a better result
was found, because the sum of distances of the data items
to their nearest cluster centers was reduced. The scatter-
plot in figure 7 reveals that the regions of overlap between
the red, cyan and magenta cluster has been reduced, while
the yellow and the blue cluster still interweave. To re-
solve this visual inseparability further principal compo-
nents have to be taken into account. Only little changes
can be observed in the parallel coordinates visualization
(figure 8). As the clusters still show extreme values in sin-
gle dimensions a subspace clustering can be considered, to
separate the measurements of one letter from the remain-
der of the data.

6 Implementation

The implementation of the statistics library is aimed to op-
erate on large data sets holding millions of data items and
up to hundred dimensions. Therefore special attention was
paid to process large arrays of data values as fast as pos-
sible. To achieve this goal an implementation in the lan-
guage C++ was chosen, which provides efficient pointer



Figure 7: Reclustering result mapped on principal compo-
nents

Figure 8: Reclustering result in parallel coordinates

operations. The work with C++ also demands a concept
for a failure safe usage of the library. To accomplish this
issue all routines return a bool variable indicating false, if
the functionality could not be executed correctly. Further-
more the parameters that are passed to the methods apply
to a scheme so that function calls of different procedures
have a similar structure and thus are intuitive to use.

To ease the integration of statistical routines into infor-
mation visualization applications the definition of an ad-
equate interface is crucial. Thus so called hooks of in-
teraction have been realized. These special function calls
enable the immediate recalculation of statistical facts such
as correlations and moments for subsets of the data items.
This is important for applications where numerical sum-
maries of selected data items are requested. Those sum-
maries have to be updated if the selection changes or
if details-on-demand actions are initiated. Besides these
standard adaptations also task specific interface extensions
had to be included. Based on the statistical routine and its
visualization several interaction techniques can be spec-
ified. Consequently the implications of the user actions
have to be translated into parameter settings for the com-
putational algorithm in the statistical library to adapt its
result. This was accomplished on the basis of the k means
clustering as shown in the previous section.

As functionalities such as the principal component

analysis and the robust distance calculation require ma-
trix inversion and determinant evaluation, implementa-
tions for these operations were integrated from the numer-
ical recipes in C [19]. Also correlation computations, the
realization of theoretic distributions and the Kolmogorov-
Smirnov test build up on the fast and stable routines of this
repository of basic numerical procedures.

7 Summary

This paper shows that the interactive combination of statis-
tical routines and information visualization techniques can
tremendously improve the efficiency of visual data mining
applications. To achieve this combination of both sciences
a library was implemented, which provides fundamental
statistical functionality for information visualization tools.
This work focused on the interactive use of these computa-
tional algorithms and on robustness to reduce the influence
of outliers on the outcome of statistical methods. The ben-
efits of the collaboration were shown in a proof of concept
case.

8 Conclusions

While the most applications that consider techniques of
both information visualization and statistics concentrate
on presentation and exploration of the results of compu-
tational routines, the possible benefit of an interactive col-
laboration of these fields is higher.

The interactive integration of statistical information
such as the immediate computation of moments of se-
lected data items, significantly improves the browsing of
the data by drawing selections. But also the incorporation
of the user’s knowledge into more complex computational
approaches like clustering can efficiently be achieved by
using a visualization of the clustering result as an inter-
face, which allows the modification of partitions of the
dataset. Finally a rerun of the algorithm based on the
user’s input introduces an information exchange between
human and computational routine, which iteratively im-
proves the clustering. This approach has the advantage
that high dimensional features are integrated in the par-
titioning process, which can hardly be achieved by the
means of visualization. The interactive nature of this con-
cept allows fast and intuitive updates of the clustering,
which is in general not provided by statistics packages.

To continue the exploration of the benefits of this kind
of collaboration future work has to concentrate on the
translation of interactions performed in a visual data min-
ing view into parameter settings for statistical algorithms.
Without this contribution an efficient combination of the
strengths of computational capabilities with the experience
and the knowledge of the user is not possible. Also the in-
teractive information exchange between statistics and user
actions has to be accomplished. Numerical summaries



that are immediately updated, if selections are changed or
details-on-demand operations are executed, are necessary
to validate the percieved patterns in the visualizations.

9 Acknowledgement

This work has been realized at the
VRVis Research Center in Vienna, Austria
(http://www.VRVis.at/), funded by the Austrian re-
search program Kplus. Special thanks are given to Helwig
Hauser for his support and his vision how both statistics
and information visualization could collaborate. I also
want to thank Peter Filzmoser for his input and help
concerning statistical routines. Additional thanks go to
Harald Piringer for his help during the implementation
process of the statistics library.

References

[1] 3-d fluid flow data, (XmdV data archive:
http://davis.wpi.edu/xmdv/datasets/uvw.html).

[2] GGobi - Data visualization system
(http://www.ggobi.org/, last visited 2007-01-29).

[3] GTK+ The GIMP Toolkit (http://www.gtk.org/, last
visited 2007-01-29).

[4] Miner3D (http://www.miner3d.com/, last visited
2007-01-29).

[5] SpotFire Decisionsite
(http://www.spotfire.com/products, last visited
2007-01-29).

[6] Fabrizio Angiulli and Clara Pizzuti. Fast outlier de-
tection in high dimensional spaces. In PKDD, vol-
ume 2431 of Lecture Notes in Computer Science,
pages 15–26. Springer, 2002.

[7] James Christian Bezdek. Fuzzy mathematics in pat-
tern classification. PhD thesis, Cornell University,
1973.

[8] Jacob Cohen. Statistical Power Analysis for the Be-
havioral Sciences (2nd Edition). Lawrence Erlbaum
Associates, 1988.

[9] Peter W. Frey and David J. Slate. Letter recogni-
tion using holland-style adaptive classifiers. Machine
Learning, 6:161–182, 1991.

[10] John A. Hartigan. Clustering Algorithms. Wiley,
New York, 1975.

[11] Alexander Hinneburg and Daniel A. Keim. Optimal
grid-clustering: Towards breaking the curse of di-
mensionality in high-dimensional clustering. In Pro-
ceedings of the Twenty-fifth International Conference

on Very Large Databases, Edinburgh, Scotland, UK,
7–10 September, 1999, pages 506–517, Los Altos,
CA 94022, USA, 1999. Morgan Kaufmann Publish-
ers.

[12] Alexander Hinnenburg, Daniel A. Keim, and Markus
Wawryniuk. HD-eye: Visual mining of high-
dimensional data. IEEE Computer Graphics and Ap-
plications, 19(5):22–31, September 1999.

[13] Alfred Inselberg and Bernard Dimsdale. Parallel co-
ordinates: a tool for visualizing multi-dimensional
geometry. In VIS ’90: Proceedings of the 1st con-
ference on Visualization ’90, pages 361–378. IEEE
Computer Society Press, 1990.

[14] Edward J. Jackson. A User’s Guide to Principal
Components. Wiley, New York, 1991.

[15] A. K. Jain, M. N. Murty, and P. J. Flynn. Data cluster-
ing: a review. ACM Computing Surveys, 31(3):264–
323, 1999.

[16] Teuvo Kohonen. The self-organizing map. Proc.
IEEE, 78(9):1464–1480, September 1990.

[17] Joseph B. Kruskal and Myron Wish. Multidimen-
sional Scaling. Sage Piblications, Beverly Hills, CA,
1978.

[18] Douglas C. Montgomery and George C. Runger. Ap-
plied statistics and probability for engineers, 3rd
Edition. Wiley, 2003.

[19] William H. Press et al. Numerical recipes in C (sec-
ond edition). Cambridge University Press, 1992.

[20] Peter J. Rousseeuw and Katrien Van Driessen. A fast
algorithm for the minimum covariance determinant
estimator, 1998.

[21] SGI. OpenGL - reference manual, the official refer-
ence documantation for openGL, release 1. Addison
Wesley, ISBN 0-201-63276-4, 1992.

[22] Ben Shneiderman. The eyes have it: A task by data
type taxonomy for information visualizations. In VL,
pages 336–343, 1996.

[23] Jing Yang, Matthew O. Ward, Elke A. Rundensteiner,
and Shiping Huang. Visual hierarchical dimen-
sion reduction for exploration of high dimensional
datasets. In VisSym. Eurographics Association, 2003.


